‘CLOUDFLARE‘

AREA 1 SECURITY

Configuring Splunk Cloud
HTTP Event Collector

Cloudflare Area 1 Overview

Phishing is the root cause of upwards of 90% of security breaches that lead to financial
loss and brand damage. Cloudflare Area 1is a cloud-native service that stops phishing
attacks, the #1 cybersecurity threat, across all traffic vectors - email, web and network.

With globally distributed sensors and comprehensive attack analytics, Area 1 email
security proactively identifies phishing campaigns, attacker infrastructure, and attack
delivery mechanisms during the earliest stages of a phishing attack cycle. Using flexible
enforcement platforms, Area 1 allows customers to take preemptive action against these
targeted phishing attacks across all vectors - email, web and network; either at the edge
or in the cloud.



Area 1 Email Protection

When Area 1 detects a phishing email, the metadata of the detection can be sent directly
into a Splunk. This document outlines the steps required to integrate with Splunk Cloud.

X-ArealSecurity-Disposition
Incoming Areal
Email email security SEG Mailbox Server/Service
[MX] (Anti-X, Quarentine)

(Optional)

Email Detection
event metadata
(HTTP POST JSON)

splunks>
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Configure the Splunk HTTP Event Collector

Log into Splunk as an administrator and go to Settings >> Data inputs, to configure the
data inputs.
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Click on the HTTP Event Collector type to access this configuration to create a new

collector

Click the New Token button to start the configuration

splunk

Data inputs

Local inputs
Setup data npus rom fles and drect

work ports, and

Ifyouwantto set up

ec TP or HTTPS.

SA-Eventgen
(Generate data for Splunk Apps with eventgen.cor

Google Drive Activity Stream
Stcams ctviy vens o GocgleDrve
Forwarded inputs

Type
Windows Event Logs

Actions

Actions.
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HTTP Event Collector

Data Inputs » HTTP Event Colector

0Tokens pp: All v

Name

A\ Notokens found

About  Swpport  FileaBug  Documentation

Actions

Privacy Polcy

Token Value

Source Type

Index

A B

Status.
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Provide a name for the Area 1 Token (e.g: Area 1 Email Detections)

Leave the "Enable indexer acknowledgement” unchecked
Click Next to continue

splunk

AddData —@ ) o> |

Select Source

M EgFseniCoRectoy Configure a new token for receiving data over HTTP. Learn More 12

Name | Area 1 Email Detections
SA-Eventgen

‘Source name override
Google Drive Activity Stream

Description

Enable indexer
acknowledgement

> Whatis the HTTP Event Collector?
> How do | setup the HTTP Event Collector?

> How dolview Ieanuseto

> What clients can send data to the HTTP Event Collector?

> What port and protocol does the HTTP Event Collector receive data on and how can | change that?

Configure the Input Settings for the HTTP Event Collector based on your environment.

splunk 3 ? o iy~ (i ry > My Splunk~ @ Support& Seni

Add Data —@ <

Input Settings

Input Settings

Optionally set additional input parameters for this data input as follows:

Source type

The source type is one of the default fields that Splunk assigns to all
incoming data. I tels Splunk what kind of data you've got, o that Splunk

Automatic | Select New
can format the daainteligently during indexing. And s a way to
categorize your data, so that you can search  easily.
App context
Application contexts are folders within 2 Splunk nstance that contain
configurations for a specfic use case or domain of data. App contexts rppcontert (T
improve manageabily of input and surce type definitions. Splunk loads
al 2pp contexts based on precedence rues. Learn More (2
Index
Junk data as events in Consider

using a sandbox” index as a destination f you have problems determining Select Allowed  Avallbleitem(s)  addall»  Selecteditem(s) «remove il
a source type for your data. A sandbox index lets you troubleshoot your I s Bhistory
coniiguration without impacting production indexes. You can ahvays amain
change this settng ate. Learn More (2

apss

@ pas_keycard

@ summary

Defaultindex | Default~ | Create new index

FAQ

> How do indexes work?

> How do | know when to create or use multiple indexes?
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New Index

Index Name

Index Data Type

You may also create a new index for the Area 1 events with the Max Size and Retention
days that fits your environment.

areal_alerts

BEvents © Metrics

o of data o store (eventbased

Max Size of Entire Index | 500

Retention (days)

365

Add the newly created “areal_index” index to the configuration. Click Review.

AddData ———o— O |« [N

Input Settings

Optionally set additional input parameters for this data input as follows:

Source type

incoming data. It tels Splunk what kind o data you'e go, 5 that Splunk Automatic | Select New
can forma the data inteligently during indexing. And its a way to
categorize your data, 5o that you can search it easily.

App context
Application contexts are folders within a Splunk instance that contain
configurations fo a specific use case or domain of data. App contexts App Context

i <
Splunk loads evendgen (evertger)

all 3pp contexts based on precedence rules. Leam More (2

Index
using a ‘sandbox’ index as a destination ifyou have problems determining SelectAllowed  Avallabeitem(s)  addall»  Selecteditem(s) «remove all
¥ Indexes | areal indek areal_index
Bhist
change this setting later Learn More (2 e
Bmain
Opas
Bpas_keycard
Seectindeses thatcets il e ble 0 et rom.

Default index | Bareal indexv | Create anew index

> How do indexes work?
> How do | know when to create or use multple indexes?
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After reviewing and confirming the settings, click Submit to create the Collector

splunk
AddData —— @ Bl suomit>
Review
Review
nputType  Token
Name  Area 1 Email Detectons
NA
NA
No
Defaultindex  areal_index
SourceType  Automatic
AppContext  eventgen

Note of the Token Value, this value is required for the Area 1 configuration in the next

step.

AddData —@

Dane

/ Token has been created successfully.

Configure your inputs by going to Settings > Data Inp

Token Value | 9c5bo4754110-466b-abac-

Start Searching Search your data now or see

Extract Feld e
Add More Data ple

Download Apps Apps help you do more with your data. Learn more. 2

Buld Dashboards | Visualize your searches. Leam more. (2
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The token can also be retrieved from the HTTP Event Collector configuration panel

splunk ”
HTTP Event Collector

Data Inputs » HTTP Event Colector

About  Suport FileaBug  Documentation Privacy Poicy

Token Value
9c5be4T5-4110-466b-abac:

" @ s

(oo e

Source Type Index status
areal_index Enabled
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To test your the HTTP Event Collector, you can manually inject an event into Splunk by
using the curl:

$ curl https://<host>:8088/services/collector/event -H 'Authorization: Splunk <token>' -d
{"sourcetype": "mysourcetype”, "event":"Hello, World!"}'

Note: When creating requests to Splunk, the url and port number changes as per the type
of Splunk setup. Please see below:

Splunk Cloud Platform free trials:
<protocol>://http-inputs-<host>.splunkcloud.com:<port>/<endpoint>
Splunk Cloud Platform is as follows:
<protocol>://http-inputs-<host>.splunkcloud.com:<port>/<endpoint>
Splunk Enterprise is as follows:
<protocol>://<host>:<port>/<endpoint>

Port Numbers:

8088 on Splunk Cloud Platform free trials

443 by default on Splunk Cloud Platform instances
8088 on Splunk Enterprise

Please refer to the Splunk documentation for more information:
https://docs.splunk.com/Documentation/Splunk/8.2.2/Data/UsetheHTTPEventCollector

Note: If your instance is on-premises, specify the appropriate hostname and ensure that
your firewall allows the configured port through to your instance. The connections
will be coming from the following egress IP addresses, if you need them for your
ACLs:

52.11.209.2M
52.89.25511
52.0.67.109
54.173.50.115

Note: Ensure that a valid SSL certificate is configured on your instance - the certificate
cannot be expired and cannot be a self-signed certificate.

If all the requirements are met, you will receive the following response back to the curl
command

{"text":"Success","code":0}


https://docs.splunk.com/Documentation/Splunk/8.2.2/Data/UsetheHTTPEventCollector
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Additionally, you can search your instance of Splunk for the test event using the index or
other search criteria (e.g. index="areal_index”):

o
Search & Reporting

splunk

Seach  Datasets  Reports  Alerts

Q New Search

d a1_ind
.1 No Event Sampling v Job » &
Events (1) Patiems Statistics Visualization
Format Zoom O
<Hide Fields = Al Fields UM Ll B

> y2n Hello, World!

90922000 PM Ucetype = mysourc

Selected Fiskls host - input-prd loud.splunk com:8088 htp:Area 1 ysourcetype
bout  Support FileaBug  Documentation Privacy Policy ©20052019 Splunk inc. All rights reserved
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Configure Area 1 to push the Email Detection
Event to the Splunk HTTP Event Collector

Login to the Area 1 Configuration portal (https://horizon.arealsecurity.com) and navigate
to the

Alert Webhooks configuration section (Under configuration icon # >> Email
Configuration >> Alert Webhooks)

Click the New Webhook button to configure the Splunk HTTP Event Collector

URL/URT AUTH CODE AP TYPE

LLLLLLLLL


https://horizon.area1security.com

Configure the Webhook with the appropriate details

Select SIEM >> Splunk
Enter the Splunk token for your HTTP Event Collector
Enter the Target URI of our Splunk instance

Note: The Target URI will typically have the following format
https://<host>:8088/services/collector

Note: When creating requests to Splunk Cloud, you must add a prefix to the URI of the
hostname according to your subscription.

Note: When creating requests to Splunk, the url and port number changes as per the type
of Splunk setup. Please see below:

Splunk Cloud Platform free trials:
<protocol>://http-inputs-<host>.splunkcloud.com:<port>/<endpoint>
Splunk Cloud Platform is as follows:
<protocol>://http-inputs-<host>.splunkcloud.com:<port>/<endpoint>
Splunk Enterprise is as follows:
<protocol>://<host>:<port>/<endpoint>

Port Numbers:

8088 on Splunk Cloud Platform free trials

443 by default on Splunk Cloud Platform instances
8088 on Splunk Enterprise

Please refer to the Splunk documentation for more information:
https://docs.splunk.com/Documentation/Splunk/8.2.2/Data/UsetheHTTPEventCollector



https://docs.splunk.com/Documentation/Splunk/8.2.2/Data/UsetheHTTPEventCollector

Add Webhooks X

APP TYPE O Slack
O Hipchat
D Email Address
O SIEM

Splunk

TARGET https://input-prd-s s = cloud. splunk..com:808!

+ Publish Webhook
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The Splunk integration will now show up in the All Webhook panel

uuuuuuuuuuuuuuuuuuuuu

BLOCK LIST

It will take about 10 minutes or so for the configuration to fully propagate through Area 1's
infrastructure and for events to start to appear in your searches. Once the configuration is
propagated, event will start to appear in your instance of Splunk.



Installing the Area 1 Splunk App

To install the Area 1 Splunk App, access the app by going to:
https://splunkbase.splunk.com/app/4329/ or by installing the app through Splunk App

Manager

splunkbase

S Area 1 Security Splunk

App

Release Notes

Version 1.0.0
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